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ABSTRACT

In this article, we suggest an advanced estimat@tiatified Ranked Set Sampling (SRSS) based oRthsad
(1989) estimator. Theoretically, we obtain the msqunare error (MSE) for this estimator and comjtanéth the MSE of
estimator given by Kadilar and Cingi (2005). Bystltomparison, theoretically, it is shown that thiggested estimator
using Stratified ranked set sampling is more effitithan the estimator given by Kadilar and Cin@@&). A numerical
illustration is also included to demonstrate theriteeof the proposed estimator using SRSS overcthreesponding

estimators in SSRS.

KEYWORDS: Mean Squared Error, Ratio-Type Estimator, StratifRdnked Set Sampling, Auxiliary Variable,
Efficiency

[. INTRODUCTION

Ranked set sampling (RSS) was first suggested bintyte (1952) and its use in Stratified Samplingswa
introduced by Samawi (1996) to increase the efiicyeof estimator of population mean. The perforneaoicthe combined
and the separate ratio estimates using the stdtifinked set sampling (SRSS) was given by SamaaviStam (2003).
Kadilar et al. (2009) used ranked set samplingntprove ratio estimator given by Prasad (1989). Adified ratio
estimators of finite population mean using inforimaton coefficient of variation and co-efficient kidirtosis of auxiliary
variable in Stratified Ranked Set Sampling wereegiby Mandowara and Mehta (2014). Here we shajpgse a new

ratio estimator based on Prasad’s (1989) estingtaising Stratified ranked set sampling.

The usual combined ratio estimator given by Cochtdv7) for the population meaM in stratified simple
random sampling (SSRS) is defined by

- (X
Yss = Y« ;(_
s (1.1)
_ L _ _ L _
Ye = ZWh Yh Xst = ZWh Xn _ _
where h=1 and h=1 are the unbiased estimators of population m&anand X
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Wh:ﬁ

respectively,Y is the study variable anK is the auxiliary variablel is the number of strata, N s the weight

th vV
of h stratum, N is the number of units in the populatio'r}l,h is the number of units in stratum, Yh is the sample

mean of study variate anf§h is the sample mean of auxiliary variate in strathm

The mean squared error (MSE) of the estima¥éﬁ§9, on ignoring finite population correction (fpc) each

stratum, is given by

L 2
N ZW_h(th + stfh - ZRSXth)
MSE( ySSRS) = hz1 My (1.2)

Kadilar and Cingi (2005) suggested a modified estimbased on Prasad’s (1989) estimator by ushatjfitd
simple random sampling as

9Stp = k*(i’—sji = k*?/sms

Xst (1.3)
The Mean Squared error (MSE) of the estima¥6‘P was obtained as
L W2 —2
— kY T (2 + RS2 -2RS,, )+ (k*-1)7Y
MSE( ystp) - h=1 r]h (14)
—2
k* =
Y2 +Y % (sz —2Rrs,, +R?S?)
Where =R " """ which makes MSE minimum, arfd< k* <1

2. STRATIFIED RANKED SET SAMPLE

In Ranked set sampling (RS$)ndependent random sets, each of dizand each unit in the set being selected
with equal probability and without replacement ¢ aelected from the population. The members of eactiom set are
ranked with respect to the characteristic of thuestvariable or auxiliary variable. Then, the smstlunit is selected from

the first ordered set and the second smallestisirsielected from the second ordered set. By thig s procedure is
. . o th : .
continued until the unit with the largest rank isosen from thel  set. This cycle may be repeatéll times, so

mr (= 1) units have been measured during this process.

In Stratified ranked set sampling, for th® stratum of the population, first choogé independent samples each

of size i h=1 2,...,L. Rank each sample, and use RSS scheme to dbiadlependent RSS samples of S|r2’e one

o +r =

from each stratum. L&t +r L =T This complete one cycle of stratified ranked sehgle. The cycle may

be repeatedh times untiln = Mr Elements have been obtained. A modification of the aboweedure is suggested here to

Impact Factor (JCC): 2.6305 NAAS Ratirgy19



Advanced Estimator in Stratified Ranked Set Samplingusing Auxiliary Information 39

be used for the estimation of the ratio using iieatranked set sample. For th8 stratum, first chooséh independent

samples each of sizré‘ of bivariate elements from tH&" subpopulation (Stratum)h,= 1, 2, . . ., L. Rank each sample

with respect to one of the variables &ayr X. Then use the RSS sampling scheme to olhtaidependent RSS samples of

size i , one from each stratum. This complete one cycldrafied ranked set sample the cycle may be reggatimes
until n = nr bivariate elements have been obtained. We willtheefollowing notation for the stratified ranked sample

when the ranking is on the variabl&. For the K" cycle and theh™ stratum, the SRSS is denoted by
{(Yh[l]k’Xh(l)k)(Yh[z]k'xh(Z)k)' --------- (Yh[rh]k’ h(r,)k) * tk=12.mh=12. L}

Yo .
, where ik s thei™ Judgment

ordering in thé™ set for the study variable an)é h()kjs thei™ order statistic in thé"set for the auxiliary variable.

The combined ratio estimator of population mt%ngiven by Samawi and Siam (2003), using stratifioked

set sampling (SRSS) is defined as

X
ysRss Y[ RS (—j

X(Rss)

(2.1)
_ L _ _ L _
Yisrss) = th Yhin X(srss) = th Xh(r,)
where h=1 and h=1 are the stratified ranked set sample means for
variablesY and X respectively.
The Bias and MSE of the estimatéhllgRSS to the first degree of approximation are respetyigiven by
| L WZJ x L W I 'h
— Yo {
— Y ; n 1)(2 Xth ; n ln ZDXh(l) ;th(i))’h[i]
B( Ygssy- LM n = (2.2)
and
L 2 h
52| m
> rl{s) +R’S] - 2Rs, |- {n—Z(Dyhm - thm)ZH
MSE( ySRSS)— h=t Th h 1= (2.3)
2 2
Dz - Tyh[i] Dz — TXh(') _ Txh(i)yh[i]
n. =mr Wil 2 %@ MOT (] v
where " h, Yo X and YX . Here we would also like to

= Hiy = X0 Ty T Hyn =Yg Tatw = (i) = Kn) (Hy iy —Yn)

. T, .
remind that %@ where

~=EIx... . =E ) v v th
0 [ h(')], Hy, ) [yh(')], Xn and Yh are the means of thd  stratum for variablesX and Y

respectively.
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3. THE PROPOSED RATIO-TYPE ESTIMATOR IN SRSS

In stratified ranked set sampling, we propose a @stimator as

- y
yMM,str = k { == ]X k* yS?SS

X(srss)
(3.1)
To obtain bias and Mean squared error)(/)MM ST , we define
v _
V(g = () = - V=)
Now
L W2 S
W2 T D}
wdfsomga] BYE-TEen)
L th th m I X
52y =& n X _n_Zth(i)
Similarly, (%) = 12 T h
L WZ
Xth _
E(5 5)_ Z_|: XY n_z X (1) ylil j|
and 001/ = hA h =l
Therefore, the Bias of this estimator is obtainged a
B( yMM ,Str ): E( yMM ,Str )_?
E(k*YISRSS _V)
el ki _y
_ X(SRss)
YE(k* ;,[SRES] - R;((SRSS) J
= H(sss) (3.2)

\L : J
where E symbolizes expected value. We can re te=s) /) as

- — -1
_ 1 - 4 1 . :(Y"'(;((SRSS) —Y))_l :i 1+M
X(wss) X+ (X(&RSS) - X) X X

and let this expression expand to Taylor seriesvdfuse first degree approximation (omit the teafisr the
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second term, i.e., square, cubic, etc., termsayior series expansion, the equation will be

Y 1——;(‘5‘“_)_Y
Xwrss) X X

From Eq. (3.2), we have

— — X
E{(k* Yisrss) ~ RX(swss) {PX(SR%J}

- x)]+% E[;qsas@ (;(SRSS) ‘Y)]

B( 9MM St )=

k* EG’[SRSS] )' RE(;QSRSS) )'% EB’[SRSS] (;“SRSS)

ey s Ry W [ o m KW g
:(k 1)Y+Xz {h Z xha)} ;;nh{ Yo nthxh(l>yh[|1}

L S
*—1)Y + ?hz {{Rsfh —k* thyh} {Z D) ; Dy yhmH

= B( 9MM,str)

Now, MSE of this estimator is obtained as
MSE (Y o )= EV iy = Y)
Bl Ve -Yf

Bk Vo ~ 2K Y + Y

_k*? (ysqss) 2K VE(y g ]+ Y

_k*? [E@;ss) - E(9SRSS>]2 +Y (k* -1)

— =2
:k*ZVar(ys?ss)+Y (k* _1)2
From this equation, we obtain the MSE of the sutggksstimate as follows:

} (k * -1)2Y”

—k*zZ n, {{SZ +R SZ _ZRS } Y *Z (Dyhm_th(i))

ME(yMM str) h=1 n, 4o
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(3.4)
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In order to find the optimum value 3?* which makes the MSE minimum. We take the derivati/¢he MSE

with respect to k* and equating it to zero, gives us

— L 2 _ h —
GMSE(yMM ,strp) — 2k * ZW_h{{th + stfh _ZRSthh}_YZEZ(Dyh[i] _ th(i) )2j| + 2(k* —1)Y2 =0
ok * b Ny n, =

From this equation, we obtain

—2
k* = Y

V3 5 R -2, )V (D, .,

h=1 Ny N, =1

4. EFFICIENCY COMPARISON

If we compare the MSE of estimatalrStp given by Kadilar and Cingi (2005) with the MSE abposed estimator,
we will have the condition as follows:
—2EWE ma
v2y T Mo

y v Dy = th(i))2
MSE( ystp)_M$( yMM,str) = A20 yhereA= bt Th M=

= MSE( Y/gp)Z MSE( 9MM,Str)

It is easily seen that the MSE of the proposedregtr Y s is always smaller than the MSE of estimator

Y , given by Kadilar and Cingi(2005), becaube is a non-negative value. Therefore we can saytti@fproposed
estimator Y s using Stratified ranked set sampling is more dffitithan the estimato}/Stp , given by Kadilar and
Cingi(2005).

5. NUMERICAL ILLUSTRATION

To compare efficiencies of various proposed estinsadf our study, here, we take a Stratified poputawith 3
strata with sizes 12,30 & 17 respectively on patfE91{Appendix) of the book entitled “Advanced SamgliTheory with
Applications”, Vol.2 , by Sarjinder Singh publish&dm Kluwer Academic Publishers. The example coes the data of

Tobacco for Area and Production in specified caastduring 1998, wherd is production (study variable) in metric tons

and X is area (auxiliary variable) in hectares.

For the above population, the parameters are suiredaas below:

Total population sizl =59, Y =7648542 X = 2694229
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C, =0.8812 C,, =23601 C,, =16079
B, (X) =1.8733 | f,,(X)=10.7527 B,,(X) = 8935
R =197 R, =144 R, = 331
From this population we took 25 ranked set sampleszes nh= 3, r,=5 & r; =4

Table 1
Stratum-1 Stratum-2 Stratum-3
N, =12 N, =30 N, =17
n =9 n, =15 n, =12
W, =0.2034 W, = 0.5085 W, =0.2881
X1 =598783 X2 =1168273 X5 = 6866229
Y1=11788 Y. =1686227 Y5 = 22737153

szl =27842810®

SXZZ =760238523

Si =1218788909

551 =153854583

Si =2049296094

833 =372428238%0

S,,, =62846173L

S, =1190767859

YoXo

S,,, =2734296355

43

from stratum ¥, 2" and

3 respectively. Further each ranked set sample faoh stratum were repeated with number of cﬂ:\e_'s?’. Hence

sample sizes of stratified ranked set samples atgiv to stratified simple random samples of si?é‘s(_ My

considering arbitrary allocation.

)

on

The estimated MSE values with their respectivetiradaefficiencies of proposed Stratified ranked esgtimator in

comparison with corresponding Stratified SRS edidmgiven by Kadilar and Cingi (2005) in the folllg table for 25
Stratified ranked set samples (SRSS).

Table 2
MSE Of Srathied SRS Kadilar and Cingi (2005)( Y= ) -
1623272104 Relative Efficiencies in
Stratified Ranked Set MSE of Proposed Stratified Ranked Set %
Sample Nos. Sampling Estimator (¥ v .= )
1 1456175009 111.4751
2 1567762231 103.5407
3 1161020319 139.8143
4 1500935038 108.1507
5 1222216766 132.8138
6 1604484149 101.171
7 1376170466 117.9557
8 1084720351 149.6489
9 1486323922 109.2139
10 1504754683 107.8762
11 1344542896 120.7304
12 991713095.4 163.6836
13 1434447789 113.1636
14 1412019201 114.9611
15 1518554150 106.8959
16 1042536446 155.7041
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17 1456854226 111.4231
18 1409346059 115.1791
19 1165756188 139.2463
20 1126603122 144.0855
21 1501557775 108.1059
22 1367913186 118.6678
23 1401055519 115.8607
24 1212511653 133.8768
25 1157266254 140.2678

In the table above, we see that for all Stratifiedked set samples, the estimator relative effaé&nare more
than 100%. Thus, our proposed Stratified ranke@me'eMatoryMM's" is more efficient than corresponding StratifiedSSR

estimat0|y5‘p, given by Kadilar and Cingi (2005).
6. CONCLUSIONS

We have proposed a new estimator for Stratified @drdet sampling from the estimator of Prasad (1888
obtained its MSE equation. By this equation, theBM& proposed estimator has been compared witregponding
stratified simple random sampling estimator givgnkadilar and Cingi (2005) and it has been founat tihe proposed

estimator has a smaller MSE than the corresponésgtignator. This theoretical result has been suppobty the above
example and thus it is concluded that the proptvmvdestimatory wa s for the population mean using stratified ranked

set sampling is more efficient than the usual estim’ « , given by Kadilar and Cingi (2005). With this cdusion, we

hope to develop new estimators in other samplinthaus in the forthcoming studies.
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